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ABSTRACT - In this paper, we propose an 

approximate multiplier that is high speed yet 

energy efficient. The approach is to round the 

operands to the nearest exponent of two.  This way 

the computational intensive part of the 

multiplication is omitted improving speed and 

energy consumption at the price of a s mall error. 

The proposed approach is applicable to both 

signed and unsigned multiplications. We 

propose three hardware implementations of the 

approximate multiplier that includes one for the 

unsigned and two for the signed operations. The 

efficiency of the proposed multiplier is evaluated 

by comparing its performance with those of some 

approximate and accurate multipliers using 

different design parameters. In addition, the 

efficacy of the proposed approximate multiplier is 

studied in two image processing applications, 

i.e., image sharpening and smoothing. 

 

Key Words: ROBA Multiplier, DSP system, 

Image processing. 

 
I. INTRODUCTION 

 
Multipliers are one of the most significant blocks 

in computer arithmetic and are generally used in 

different digital signal processors. There is 

growing demands for high speed multipliers in 

different applications of computing systems, such 

as computer graphics, scientific calculation, and 
image processing and so on. Speed of multiplier 

determines how fast the processors will run and 

designers are now more focused on high speed 

with low power consumption. The multiplier 

architecture consists of a partial product 

generation stage, partial product reduction stage 

and the final addition stage. The partial product 

reduction stage is responsible for a significant 

portion of the total multiplication delay, power 

and area. Therefore, in order to accumulate partial 

products, compressors usually implement this  

 

stage because they contribute to the reduction of the 

partial products and also contribute to reduce the 

critical path which is important to maintain the 

circuit’s performance. 

 

This is accomplished by the use of 3-2, 4- 2, 5-2 
compressor structures. A 3-2 compressor circuit is 

also known as full adder cell. As these compressors 

are used repeatedly in larger systems, improved 

design will contribute a lot towards overall system 

performance. The internal structure of compressors is 

basically composed of XOR- XNOR gates and 

multiple xers. The XOR-XNOR circuits are also 

building blocks in various circuits like arithmetic 

circuits, multipliers, compressors, parity checkers, 

etc. Optimized design of these XOR-XNOR gates 

can improve the performance of multiplier circuit. In 

present work, a new XOR- XNOR module has been 
proposed and 4-2 compressor has been implemented 

using this module. Use proposed circuit in partial 

product accumulation reduces transistor count as well 

as power consumption. 

Addition and multiplication are widely used 

operations in computer arithmetic; for addition full-

adder cells have been extensively analyzed for 

approximate computing Liang et al. has compared 

these adders and proposed several new metrics for 
evaluating approximate and probabilistic adders with 

respect to unified figures of merit for design 

assessment for inexact computing applications. For 

each input to a circuit, the error distance (ED) is 

defined as the arithmetic distance between an 

erroneous output and the correct one. 

However, the design of approximate multipliers has 

received less attention. Multiplication can be 
thought as the repeated s um of partial products; 

however, the straightforward application of 

approximate adders when designing an approximate 

multiplier is not viable, because it would be very 

inefficient in terms of precision, hardware complexity 

and other performance metrics. Several 
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approximate multipliers have been proposed. Most 

of these designs use a truncated multiplication 

method; they estimate the least significant columns 
of the partial products as a constant. An 

imprecise array multiplier is used for neural 

network applications by omitting some of the 

least significant bits in the partial products (and 

thus removing some adders in the array). A 

truncated multiplier with a correction constant is 

proposed. 

 
II.  LITERATURE SURVEY 

 

In this section, some of the previous works in the 

field of approximate multipliers are briefly 

reviewed. In, an approximate multiplier and an 

approximate adder based on a technique named 

broken-array multiplier (BAM) were proposed. By 

applying the BAM approximation method of to the 

conventional modified Booth multiplier, an 

approximate signed Booth multiplier was presented 

in. The approximate multiplier provided power 

consumption savings from 28% to 58.6% and area 
reductions from 19.7% to 41.8% for different word 

lengths in comparison with a regular Booth 

multiplier. Kulkarni et al. suggested an 

approximate multiplier consisting of a number of 2 

× 2 inaccurate building blocks that saved the 

power by 31.8%–45.4% over an accurate 

multiplier. An approximate signed 32-bit multiplier 

for speculation purposes in pipelined processors 

was designed in. It was 20% faster than a full-

adder-based tree multiplier while having a 

probability of error of around 14%. 

 

In, an error-tolerant multiplier, which computed 

the approximate result by dividing the 

multiplication into one accurate and one 

approximate part, was introduced, in which the 

accuracies for different bit widths were reported. 
In the case of a 12-bit multiplier, a power saving 

of more than 50% was reported. The use of 

approximate multipliers in image processing 

applications, which leads to reductions in power 

consumption, delay, and transistor count compared 

with those of an exact multiplier design, has been 

discussed in the literature. An accuracy - 

configurable multiplier architecture (ACMA) was 

suggested for error-resilient systems. To increase 

its throughput, the ACMA made use of a technique 

called carry-in prediction that worked based on a 
pre-computation logic. When compared with the 

exact one, the proposed approximate multiplication 

resulted in nearly 50% reduction in the latency by 

reducing the critical path. Also, Bhardwaj et al. 
presented an approximate Wallace tree multiplier 

(AWTM). Again, it invoked the carry-in prediction 

to reduce the critical path. In this work, AWTM was 

used in a real-time benchmark image application 

showing about 40% and 30% reductions in the 

power and area, respectively, without any image 

quality loss compared with the case of using an 

accurate Wallace tree multiplier (WTM) structure. 

 
III. EXISTING SYSTEM 

 

A. VEDIC MULTIPLIER 

The hardware architecture of 2X2, 4x4 and 8x8 bit 
Vedic multiplier module are displayed in the below 

sections. Here, “Urdhva- Tiryagbhyam” 

(Vertically and Crosswise) sutra is used to 

propose such architecture for the multiplication 

of two binary numbers. The beauty of Vedic 

multiplier is that here partial product generation 

and additions are done concurrently. Hence, it is 

well adapted to parallel processing. The feature 

makes it more attractive for binary multiplications. 

This in turn reduces delay, which is the primary 
motivation behind this work. 

B. VEDIC MULTIPLIER FOR 8x8

 BIT MODULE 

The 8x8 bit Vedic multiplier module as shown in the 
block diagram in Fig. 6 can be easily implemented 

by using four 4x4 bit Vedic multiplier modules as 

discussed in the previous section 

Lets analyze 8x8 multiplications, say A= A 7 A6 A5 

A4A3 A2 A1 A0 and B= B7 B6 B5B4 B3 B2 B1B0. 

The output line for the multiplication result will be of 

16 bits as – S15 S14 S13S12 S11 S10 S9 S8 S7 S6bS5S4 S3 
S2 S1 S0. Let’s divide A and B into two parts, say the 

8 bit multiplicand A can be decomposed into pair of 

4 bits AH-AL. Similarly, multiplicand B can be 

decomposed into BH-BL. 

The 16 bit product can be written as: 

Using the fundamental of Vedic multiplication, 

taking four bits at a time and using 4 bit multiplier 

block as discussed we can perform the multiplication. 

The outputs of 4x4 bit multipliers are added 

accordingly to obtain the final product. Here total 

three 8 bit Ripple -Carry Adders are required as 

shown in figure 1 
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                                                                                   Fig. 3.3.1 Block Diagram of 8x8 bit Vedic Multiplier 

we can generalize the method as discussed in the 

previous sections for any number of bits in input. 

Let, the multiplication of two N-bit binary numbers 

(where N = 1, 2,3…N, must be in the form of 2N) A 

and B where A = A AN  

 
A2 A1 and B = BN ….B3 B2 B1. The final 

multiplication result will be of (N + N) bits as S = 

S (N + N) S3 S2 S1. 

Step 1: Divide the multiplicand A and multiplier 

B into two equal parts, each consisting of [N to 

(N/2) + 1] bits and [N/ 2 to 1] bits respectively, 

where first part indicates the MSB and other 
represents LSB. 

Step 2: Represent the parts of A as AM and AL, 

and parts of B as BM and BL. Now represent A and 

B as AM AL and BM BL respectively. 
Step 3: For A X B, we have general format as 

shown in Fig.3.3.2 

 

 

 

 

 
 

 

 

 

 

Fig. 3.3.2 General Representation for Vedic 

multiplication. 

 

IV. PROPOSED SYSTEM 

In this paper, we focus on proposing a high-speed 

low power/energy yet approximate multiplier  

appropriate for error resilient DSP applications. 

The proposed approximate multiplier, which is also 

area efficient, is constructed by modifying the 

conventional multiplication approach at the 

algorithm level assuming rounded input values. We 

call this rounding-based approximate (RoBA) 

multiplier. 

 

The proposed multiplication approach is applicable 

to both signed and unsigned multiplications for 
which three optimized architectures are presented. 

The efficiencies of these structures are assessed by 

comparing the delays, power and energy 

consumptions, energy- delay products (EDPs), and 

areas with those of some approximate and accurate 

(exact) multipliers. The contributions of this paper 

can be summarized as follows: 1) presenting a new 

scheme for Ro BA multiplication by modifying the 

conventional multiplication approach; 2) describing 

three hardware architectures of the proposed 

approximate multiplication scheme for sign and 
unsigned operations. 

 

A. MULTIPLICATION ALGORITHM OF ROBA 

MULTIPLIER 

The main idea behind the proposed approximate 
multiplier is to make use of the ease of operation 

when the numbers are two to the power n (2n). To 

elaborate on the operation of the approximate 

multiplier, first, let us denote the rounded numbers 

of the input of A and B by Ar and Br, respectively. 

The multiplication of A by B may be rewritten as 
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The key observation is that the multiplications of 

Ar × Br, Ar ×B, and Br ×A may be implemented 

just by the shift operation. The hardware 

implementation of (Ar − A) × (Br − B), however, is 

rather complex. The weight of this term in the final 
result, which depends on differences of the exact 

numbers from their rounded ones, is typically 

small. Hence, we propose to omit this part, helping 

simplify the multiplication operation. Hence, to 

perform he multiplication process, the following 

expression is used: 

 

 

In this approach, the nearest values for A and B in 
the form of 2n should be determined. When the 

value of A (or B) is equal to the 3 × 2p−2 (where p 

is an arbitrary positive integer larger than one), it 

has two nearest values in the form of 2n with equal 
absolute differences that are 2p and 2p−1. While 

both values lead to the same effect on the 

accuracy of the proposed multiplier, selecting the 

larger one (except for the case of p = 2) leads to a 

smaller hardware implementation for determining 

the nearest rounded value, and hence, it is 

considered in this paper. 

It originates from the fact that the numbers in the 
form of 3 × 2p−2 are considered as do not care 

in both rounding up and down simplifying   the   

process, and   smaller    logic expressions may 

be achieved if they are used in the rounding up. 

The only exception is for three, which in this 

case, two is considered as its nearest value in the 

proposed approximate multiplier. 
 

 

Fig.2: Block diagram for the hardware 

implementation of the ROBA multiplier. 

 

It should be noted that contrary to the previous work 

where the approximate result is smaller than the exact 
result, the final result calculated by the RoBA 

multiplier may be either larger or smaller than the 

exact result depending on the magnitudes of Ar and 

Br compared with those of A and B, respectively. 

Note that if one of the operands (say A) is smaller 

than its corresponding rounded value while the other 

operand (say B) is larger than its corresponding 

rounded value, then the approximate result will be 

larger than the exact result. This is due to the fact 

that, in this case, the multiplication result of (Ar − A) 

× (Br − B) will be negative. 

 
Since the difference between them is precisely this 

product, the approximate result becomes larger 

than the exact one. Similarly, if both A and B are 

larger (or) both are smaller than Ar and Br, then 

the approximate result will be smaller than the 

exact result. Finally, it should be noted the 

advantage of the proposed RoBA multiplier exists 

only for positive inputs because in the two’s 

complement representation, the rounded values of 

negative inputs are not in the form of 2n. 

 
Hence, we suggest that, before the multiplication 

operation starts, the absolute values of both inputs 

and the output sign of the multiplication result 

based on the inputs signs be determined and then 

the operation be performed for unsigned numbers 

and, at the last stage, the proper sign be applied to 

the unsigned result. 

 
 

V. SIMULATION RESULTS 

 
 

                                                                                      
Fig 3:RTL Schematic 
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Fig4:   Simulation Results 

TABLE I 

COMPARISON TABLE 

PARAMETER EXISTING SYSTEM PROPOSED SYSTEM 

DELAY(ns) 22.950 21.41 

NO.OF LUT’S 190 156 

 
VI. CONCLUS ION 

In this paper, we proposed a high-speed yet energy 

efficient approximate multiplier called RoBA 

multiplier. The proposed multiplier, which had high 

accuracy, was based on rounding of the inputs in 

the form of 2n. In this way, the computational 

intensive part of the multiplication was omitted 
improving speed and energy consumption at the 

price of a small error. The proposed approach was 

applicable to both signed and unsigned 

multiplications. Three hardware implementations 

of the approximate multiplier including one for the 

unsigned and two for the signed operations were 

discussed. The efficiencies of the proposed 

multipliers were evaluated by comparing them with 

those of some accurate and approximate multipliers 

using different design parameters. The results 

revealed that, in most (all) cases, the RoBA 

multiplier architectures outperformed the 
corresponding approximate (exact) multipliers. 

This work is extended to implement fir filter 

using roba multiplier. It offers great advantage in 

the reduction of delay. 
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