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Abstract— NLP (Natural Language Processing) is a tool 

that helps computers to understand natural languages like 

english. In general, computers can understand data, tables 

etc. which are well structured. But when it comes to natural 

languages, it’s not possible for computers to interpret them. 

NLP helps to convert the natural language in such a manner 

that can be easily processed by modern computers. 

Financial Tracker is an approach that will use NLP as a tool 

and will classify the user messages in various categories. 

The application of the approach can be seen at many levels. 

At an individual level, this allows us users to filter out useful 

financial messages from a large junk of messages. On the 

other hand, from an organisation point of view, this is useful 

in services like online loan disbursal, which are hitting the 

market nowadays. These services try to provide online loans 

to individuals in a quick manner. But when It comes to 

business point of view, loan recovery from customers 

becomes a very much crucial aspect. As most such services 

actually can’t take strict legal actions against the fraud 

customers, it becomes a requirement that loan should be 

provided only to those who deserve it. At that point this 

model can come under picture. As a business we can find 

the user’s messages from their inbox (after taking 

permission from the users). These messages can be filtered 

using NLP which can help to differentiate various kinds of 

messages in the user's inbox which can further be used as a 

knowledge base for further prediction on user’s behaviour 

in terms of money related transactions. 
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I.  INTRODUCTION 

Natural Language Processing has become an important 

application of machine learning. Machine learning is 

traditionally very famous for its prediction and classification 

algorithms. NLP also uses these features of machine learning to 

gain insights on textual data, build correlations etc which is 

used to process the human language efficiently. According to 

various estimations, very less of the available data is present in 

structured form. We all are surrounded by data. Data is being 

generated as we speak, as we tweet, as we send various 

messages on whatsapp and in various other activities. Majority 

of this data exists in the textual form, which is highly 

unstructured in nature. Even if we have high dimensional data, 

the information present in it can’t be directly used unless it is 

processed (read and understood) manually or analyzed by a 

computer system. The approach discussed here is used to solve 

this problem of text data processing by automated computers 

and use the results for prediction. The cibil score generator is 

an idea to use NLP in user’s messages processing which can be 

used by organisations that provide online loans to the customers 

who don’t have any credit history and hence no cibil score data. 

This method can help to generate an estimated cibil score with 

the help of a preprocessed NLP model, which classifies user’s 

inbox messages as credit-amount, debit-amount and recharge-

amount messages which can help to predict the monthly 

expenditure, earning and lifestyle of the individual. 

 

II. EXPERIMENT AND RESULT 

In this research, we have collected sample messages for 

building raw data that was preprocessed for further actions. The 

filtration process involves following steps 

● Text Transformation to lower case letters. 

● Removal of unwanted symbols, stopwords from text 

using regex. These stopwords include words like (“the”, “a”, 

“an”, “in”), which can be ignored easily with very little or no 

loss of information. 

● Stemming - It stems the words to find the root word. 

For example a set of words (classifier,classifies,classify) will be 

stemmed to the word classify. 
 

All the above steps are part of NLP data pre-processing. All 

these steps make the data lighter and less noisy. Then, the data 

was converted to the matrix which contains all the different 

words in the data as the attribute name and each sentence (or 

text message) as a row. Each cell contains either a zero or one 

based on the presence of the word in the specific sentence. We 
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have used countvectorizer from sklearn for this task. The data 

is now in the form which can be processed by a computer 

system. Then, resampling is done to resample various kinds of 

messages to handle multiple  output class imbalance in the data. 

Then with the help of random forest classification algorithms 

from machine learning, various messages have been classified 

in specified categories for further analysis. Random forest, as 

the name implies, consists of a large number of individual 

decision trees that work as an ensemble (collection of decision 

trees). Each decision tree in the random forest brings out a class 

prediction and the class with the most votes becomes the 

model’s prediction.  

 After Message classification, different messages are searched 

for the message genre which helps to predict monthly 

expenditure and earnings of an individual at a single place. 

 

 

Fig. 1. Flowchart 

III. CONCLUSION 

In this study, we have found a very useful application of NLP 

from text messages. Such a knowledge base and data can be 

used for an enormous number of studies in the field of NLP. 

This model can be very useful in sectors like banking, e-

commerce along with its significance in the personal life for 

budget management. 
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