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ABSTRACT - Kaggle's Dogs vs. Cats contest is trying to 

solve the CAPTCHA challenge, which is based on the issue 

of distinguishing dog and cat images. It's easy for humans, 

but evidence suggests that the automatic separation of cats 

and dogs is particularly difficult. Many people have been 

working or working on building classifiers for machine 

learning to address this issue.   A color-based classifier had 

an accuracy of 56.9% on the Asirra dataset. A SVM 

classifier achieved an accuracy of 82.7 percent based on a 

combination of color and texture characteristics. And in, 

they used the features of SIFT (Scale-Invariant Feature 

Transform) to train a classifier then finally got a 92.9 

percent accuracy. We also want to solve this problem in our 

plan and achieve higher efficiency. We've tried various 

strategies. We tried Dense-SIFT features, combining Dense 

SIFT and color features, and features learned from CNN, 

for example. We also used SVMs on the learned features and 

finally achieved 94.00 percent of our best classification 

accuracy. 
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I. INTRODUCTION 

One of the basic ideas of computer vision is the first intention to 

try to "understand the picture," which leads to a persistent rise in 

the need to comprehend the high-level meaning of objects 

concerning object recognition and identification of images. The 

area has grown rapidly by becoming a fundamental visual skill 

needed by computer vision systems. In a variety of fields, 
images have become omnipresent as so many people and 

systems extract vast amounts of information from images.  

Knowledge that can be critical in fields such as automation, 

schools, self-driving cars, tracking, or 3D model representation 
creation. While each of the above-mentioned applications differ 

by numerous factors, they share the common process of 

correctly annotating an image with one or a probability of labels 

correlating to a series of classes or categories. This method is 

known as object identification, and because of the emphasis on  

recognizing what an image is symbolic of, it has become an 

important research subject in the field. Detection and 

identification of objects dependent on image processing is a vast 

field of work focus. The motivation for this project is to build a 

system for the animal flower researchers and wildlife 

photographers to automatically detect and recognize wild 
animals and flowers. The detection and recognition of animals is 

an important area that has not been discussed quickly. However, 

this project is aimed at building a system that would help animal 

researchers and wildlife photographers to study animal 

behaviour. Technology used in this research may be further 

modified for use in applications such as safety, purposes of 

monitoring, etc. Wildlife photography is considered one of 

photography's most challenging forms. It requires sound 

technical skills such as capturing properly. Photographers of 

wild life typically need a good field of expertise in crafting and a 

lot of patience. Some animals, for example, are hard to 

approach, so knowledge of the behavior of the animals is needed 
to predict their actions. Sometimes, until the exact time, 

photographers have to remain calm and quiet for many hours. 

Photographing certain species may require stalking skills or 

concealment using hide / blind. A great photograph of wild life 

is also the product of being at the right time in the right place. 

Because of the highly demanding nature of the work it costs too 

much and the same life in the company may be in risk. Animal 

researchers usually travel around the world to remote locations. 

Hostile conditions in the photojournalist's life are often the 

norm. Some are going to sit for hours and hours before they 

snap a shot worth selling. The photographers should be brave 
enough to stay comfortably and with great patience in a hostile 

environment until the animals appear. It always comes with 

fewer disturbances to the animal's natural behavior to have a 

perfect scene or result. Because of their high sensitivity, human 

presence can be easily identified by the dog. So photographers 

need to be prepared to face any critical jungle moment because 

we can't predict what's going to happen next. However, the 

DSLR cameras that are used in the industry are quite pricey and 

the shutter on-off process has drawbacks. There must therefore 

be proper recognition in such appliances. The higher the image 



quality, the more room it needs for memory. In wild 

photography, it also encourages proper recognition We have 

chosen to be conservative in this project and have limited our 

efforts to animals and flowers. This is a random selection 

because collecting a set of animal data to create a proper 

database is always a challenging part. Our purpose is to achieve 
the part of acceptance, so we used the plan for abstraction of 

characteristics, segmentation, and thresholding to achieve the 

probabilistic outcome. Many descriptors such as Color format 

descriptor (CLD), Color structure descriptor (CSD), Edge 

histogram descriptor (EHD), Homogenous texture descriptor 

(HTD), Region form, Contour shape were used for the 

extraction of the function. 

 

II. METHODOLOGY 

In 2012, on the ImageNet 2012 classification benchmark, 
Krizhevsky and Hinton trained a CNN and achieved state-of - 

the-art performance. Our model is based on Krizhevsky's model. 

The original model has 8 layers and the last three layers are two 

fully connected layers (same as BP Neural Network's hidden 

layers) and output layers. The last 2 layers are cut off and the 
previous 6 layers are reused to extract features from 

imagesRecent work has shown that features extracted from the 

activation of a CNN trained in a fully supervised fashion on a 

large, fixed set of object recognition tasks can be re-used for 

new generic tasks, which can vary significantly from the 

originally trained tasks. And a Deep Neural Network training 

needs a lot of experience and skill, and it takes a lot of time. 

That's why we re-usedKrizhevsky's pre-trained network instead 

of creating our own deep architecture. Figure 6An example of 

our model's architecture. Two GPUs trained the CNN in parallel, 

and the figure shows the outline of responsibilities between two 

GPUs explicitly. One GPU runs at the top of the figure the 
layer-parts while the other runs at the bottom of the layer-parts. 

The input of the networks is 2242243 (RGB) and the number of 

neurons in the remaining layers of the networks is given by 

55555 mm, 27 mm, 1313 mm, 13113 mm, 4096. Then we use 

the 4096 dimensional features to train a classifier and classify 

images as dog or cat. For more details on the network, we refer 

to it. 

 

This model's architecture is illustrated by figure. First, input 

images are normalized into 224-2224 (first normalize the short 

edge size to 224 and then select the center part of the images); 

then the first convolution layer filters the 224-22243 input image 

with 96 kernels of size 1111-13 with a 4-pixel step (this is the 

distance between neighboring neurons ' receptive field centers in 

a kernel map). The second convolutionary layer takes the pooled 
output of the first convolutionary layer as its input and filters it 

with 256 size 5 5 5448 kernels. The third, fourth, and fifth 

convolutionary layers are connected without any pooling layers 

interfering. The third convolution layer has 384 kernels of size 3 

environs 192 and 256 kernels of size 3 environs 192 in the 

fourth convolution layer. There are 4096 neurons in the fully 

connected layers. The 6-layer CNN converts an object into a 

4096-dimensional function matrix. Then we trained the 

extracted features on the BP Neural Networks and SVMs with 5 

fold cross-validation. After that, to classify the test set, we 

applied the learned models and evaluated their performance. 

OB           OBJECTIVES OF PROJECT:  

To identify the different animals and flowers 

 ADVANTAGES 

1. Real time system. 
2. Low cost . 

3. Easy to understand 

 APPLICATIONS 

Real time system. 

Low cost . 

Helpful for identifying different flower and animal. 

Helpful for Wildlife Photographer. 

 

III. CONCLUSION 

To improve the performance, we applied image segmentation 

approach to preprocess the data. However, due to poor 

segmentation result, we did not achieve any improvement. The 
best accuracy we got from the first method is only 71.47% (from 

an SVM classifier). 7 To achieve better performance, we 

implemented our second approach, which is a trainable model 

that applies the CNN to learn features. We also looked insight 

into what Deep Networks learned from images and explained 

why they achieve good performance. The highest accuracy of 

this approach is 94.00% (from an SVM classifier), which is also 

our best result and helps us rank 9th in 91 teams in the Kaggle 

competition. In terms of classifiers, we mainly considered SVMs 

and BP Neural Networks, taking our high dimensional feature 

space into account. Various parameter settings were explored to 
improve classification accuracy on the test dataset. For example, 

for the BP Neural Networks, we tried different hidden layers and 

hidden units; for the SVMs, different kernel functions and C 

parameters were used. 
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