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Abstract: Text compression techniques are essential 

techniques to use for data transmission from one location 

to another location and also used to keep the more data. 

LZW is an lossless text compression technique to using by 

most of people. This paper proposes to decrease the length 

of the LZW algorithm output, thus we can compress more 

data at a time. 
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I. INTRODUCTION 

 

LZW is a lossless compression algorithm [7] which gives best 

text data compression. This paper focus on decrease the 

output code length of the LZW algorithm by improving 

existing LZW algorithm. Concentrate mainly on text data 

compression [5] since text plays a crucial role in the present 

digital data world. 

 

LZW is a dictionary based algorithm [8]. We are compress 

and decompress the file using dictionary. LZW dictionary 
contains strings and codes. LZW get a 8 bit input character 

and produce the compressed bit is in size of 12 bits.  

Approach is reduce the size of compressed character size in 

bitwise. 

II. LITERATURE SURVEY 

 

The important criterion for compression evaluation is 

compression ratio which is expected to be raised. The data 

compression is of two types: Lossy and lossless [6]. Lossy 

[10] is preferable for audio, video, and images since it is 

bearable of having low quality. Whereas text compressions 
strongly recommend lossless because nobody wants to have  

some meaningless or even sometimes horrible messages 

instead of correct ones. 

 

2.1 Lossless verses Lossy compression 

 

1. The advantage of lossy [9] methods over lossless methods 

[1] is that in some cases a lossy method can produce a much  

 

2. Smaller compressed file than any known lossless method, 

while still meeting the requirements of the application. 

 

3. Lossless compression schemes are reversible so that the 

original data can be reconstructed, while lossy schemes accept 

some loss of data in order to achieve higher compression. 

 

2.2 LZW Data Compression 

 
Lempel-Ziv-Welch (LZW [1]) is a universal lossless data 

compression algorithm created by Abraham Lempel, Jacob 

Ziv, and Terry Welch.Lempel- Ziv-Weltch (LZW) is one of 

the powerful existing compression algorithms. It finds in 

many important applications like win zip, 7zip and etc. 

 

1. LZW is a fixed length coding algorithm. Uses 12bit 

unsigned codes. First 256 codes are the entire ASCII 

character set. Lateral entries in the LZW dictionary are 

strings and codes. 

 

2. Every LZW code word is a reference to a string in the 
dictionary. 

 

3. LZW compression[12] replaces strings of characters 

with single codes. It does not do any analysis of the 

incoming text. Instead, it just adds every new string of 

characters it sees to a table of strings. Compression 

occurs when a single code is output instead of a 

string of characters. 

 
Basic idea [1] 
 

(1) Replaces strings of characters with single integer codes. 

(2) A table of string/code pairs is built as the compression 

algorithm reads the input file. 

(3) The table is reconstructed as the decompression algorithm 

reads. 
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2.3 Compression 

 

The LZW compression algorithm [1] in its simplest form is 

shown below. A quick examination of the algorithm shows 
that LZW is always trying to output codes for strings that are 

already known. And each time a new code is output, a new 

string is added to the string table. The output code size is 12 

bits for character. 

 

Algorithm 1: LZW Compression Algorithm   

1: if (STR = get input character) is not EOF then 

2: while there are still input characters do 

3: CHAR = get input character 

4: if STR+CHAR is in the string table then 

5: STR = STR+CHAR 
6: else 

7: output the code for STR 

8: add STR+CHAR to the string table 

9: STR = CHAR 

10: end if 

11: end while 

12: Output the Code for STR 

13: end if 

 

2.4 Decompression 

 

The companion algorithm for compression is the 
decompression algorithm [1].It needs to be able to take the 

stream of codes output from the compression algorithm, and 

use them to exactly recreate the input stream. 

 

The table can be built exactly as it was during compression, 

using the input stream as data. This is possible because the 

compression algorithm always outputs the STRING and 

CHARACTER components of a code before it uses it in the 

output stream. This means that the compressed data is not 

burdened with carrying a large string translation table. 

 
Algorithm 2: LZW Decompression Algorithm 

 

1: Read OC = OLD CODE 
2: if OC is not EOF then 

3: output OC 
4: CHARACTER = OC 

5: while there are still input characters do 

6: Read NC = NEW CODE 

7: if NC is in not DICTIONARY then 

8: STRING = get translation of OC 

9: STRING = STRING + CHARACTER 

10: else 

11: STRING = get translation of NC 

12: end if 

13: output STRING 

14: CHARACTER = first character in STRING 
15: add OC + CHARACTER into the DICTIONARY 

16: OC = NC 

17: end while 

18: Output string for code 

19: end if 

 
III. DESIGN 

 

3.1 Design Approach 

 
3.1.1 Providing options for selection of code length 

Our approach facilitates the user to select the code length 

based on file size. 

For example: 

1. 9bit: small files. 

2. 12bit: medium files. 

3.14bit: large files. 

As code length decreases file we can obtain better text 
compression. 

 

3.2 Modified LZW Compression Algorithm [11] 

 

Algorithm3: Modified LZW Compression Algorithm 

 

1: DEFINE CODE LENGTH 

2: if (STR = get input character) = EOF then 

3: while there are still input characters do 

4: CHAR = get input character 

5: if STR+CHAR is in the String table then 

6: STR = STR+CHAR  
9: else 

10: output code for STR 

11: add STR + CHAR into the String table 

12: STR = CHAR 

13: end if 

14: end while 

15: Output the code for STR 

16: end if 

 
3.3 Modified LZW Decompression Algorithm 

 

Algorithm4: Modified LZW Decompression Algorithm 

 

1: DEFINE CODE LENGTH 

2: Read OC = OLD CODE 

3: if OC is not EOF then 

4: OC = get translation of OC 

5: output OC 
6: CHARACTER = OC 

7: while there are still input characters do 

8: Read NC = NEW CODE 

9: if NC is in not DICTIONARY then 

10: STRING = get translation of OC 
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11: STRING = STRING + CHARACTER 

12: else 

13: STRING = get translation of NC 

14: end if 
15: output STRING 

16: CHARACTER = first character in STRING 

17: add OC + CHARACTER into the DICTIONARY 

18: OC = NC 

19: end while 

20: Output string for code 

21: end if 

 

IV. IMPLEMENTATION 

 

4.1 Providing options for selection of code length 
 

As our approach lets the user to select the code length[4], 

compression ratio increases for smaller files. For example if 

code length 9 is sufficient for a smaller file then each 

character can be replaced by 9 bits, which is 3 less than 12 

(original LZW code length). The file contains more text this 

approach can reduce more bits. 

 

 The following table of results were obtained by experimental 

the algorithm on different file size with different input code 

lengths. 
 

Original file 

size 

Compressed file size 

(Old LZW) 

Compressed file size 

(New LZW) 

2 Kb 1.37 Kb 1.24 Kb 

3 Kb 1.96 Kb 1.87 Kb 

4 Kb 2.62 Kb 2.56 Kb 

 

 
 

Fig 4.1 Providing options for selection of code length 

compression 

 
 

V. CONCLUSION & FUTURE WORK 

 

An Improved LZW algorithm is presented in this report. An 

evaluation result states that this modified LZW algorithm 
performs better compression than the existing LZW algorithm 

in terms of file size in Kilo Bites. 

 

The suggested future work is to reduce the size of the 

character output of the LZW and make better use of the 

dictionary. 
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