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prediction, but particularly for any specific disease 
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faulty predictions.  
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I. INTRODUCTION 

Disease Predictor is a tool based on some good machine 
learning algorithms whose main function is to diagnose the 

diseases of patients with which a patient may be infected. 

According to a report by the World Health Organization 

(WHO), more than 138 million patients are harmed every 

year by doctors' errors among which 2.6 million mistakes 

resulting the death of people. 

Actually, there are many tools related to disease prediction, 

but particularly for any specific disease such as heart, 

diabetes or cancer  “Krishnaiah V.,Theresa Princy R. et.el 

(2016,2016,2005,2012,2014) emphasize the same in their 

study”. But generally there is no such tool that is used for 

prediction of other many different diseases. Also this tool 

helps to find accuracy in the cases where the symptoms of 

any 2 diseases are not differentiable and causes prediction 

fault by doctors resulting in some serious conditions. So 

Disease Predictor helps for the prediction of several other 
diseases making use of different machine learning 

algorithms to reduce the faulty predictions and increase the 

accuracy.  

This project aims to provide a platform to predict the 

occurrences of diseases on the basis of various symptoms 

in which user can select various symptoms and can find the 

diseases with their probabilistic figures. Here we have used 
four predefined machine learning algorithms that are:   

● Naïve Bayes 

● Extra Tree 

● Random Forest 

● Support Vector Machine (SVM) 
 

II. LITERATURE SURVEY 

Numerous studies and researches have been done that focus on 

the diagnosis of diseases. They have used different kinds of 

machine learning algorithms and other strategies but they lag 

in diagnosing more than one disease and also they use only a 

single algorithm which cannot give an accurate result always. 
Therefore we proposed a tool for diagnosing more number of 

diseases with greater accuracy by use of multiple machine 

learning algorithms. 
 

III. DISCUSSION 

A. DATASETS: 

Taking into account the importance of datasets and their 

impact in the obtained result, it is very crucial to discuss 

datasets used in this study. We found it really difficult to 

find any dataset which includes diseases and their 

symptoms and was sufficient for the training of the model 
as we know that if we train our model with less data then 

we cannot be ensured that our model is predicting fine and 

with optimum accuracy. There are many datasets which 

include diseases along with their symptoms but the 

problem with them is, that they are pretty small for the 

training purpose. So we have merged different datasets 

from many resources so that we could ensure that training 

is fine enough for predicting any disease on the basis of 

symptoms. 

B. DISEASE PREDICTION TECHNIQUES:- 

There are many Machine Learning algorithms available for 

use but the problem occurs when we have to make a choice 

among those algorithms. Many studies shows that for the 

classification problems where we have more than 2 or 3 

classes, algorithms such as Linear Regression, Logistic 
regressions and KNN do not perform well. While the 

algorithms like Decision Tree, Random Forest, Naive 

Bayes and Support Vector machine are among some 

algorithms which are accepted as some of the best 

classification algorithms “Lakshmi B.N et.el (2015) 

emphasize the same in their study”.Instead of only using 
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Decision Tree it is also seen that combination of Decision 

Tree and Random Forest performs very well in such 

scenarios “Kaur Beant et.el(2014) emphasize the same in 

their study”.   

So, this study also uses different machine learning 

algorithms for the prediction of the diseases. The other 

thing which is used is the Graphical User Interface (GUI) 

made with the help of the tkinter library of Python. 

Naïve Bayes:  

Naive Bayes is a classification algorithm which follows the 

bayes rule. It is basically a probabilistic model which produces 

the probability of happening of any particular task. 

P(A|B )=
𝑃(𝐴)𝑃(𝐴)

𝑃(𝐵)
 

Figure (1): Naïve Bayes Formula 

So, by using this classifier we are able to find out the 

probability of happening of any event say A when probability 
of happening of any other say B is known to us. In this 

probabilistic model we make an assumption that the 

events/features which we are considering are independent of 

each other. In other words we can say that one particular 

feature/event does not affect the other. That is why it is known 

as Naive. 

Extra Tree: 

Extra Tree is an abbreviation for Extremely Randomized Tree. 

Extra tree is nothing but an advance version of Random 

Forest. The extra tree classifier is said to be an advance 

version by the fact, that it is highly randomized. 

The Extra classifier also make use of a forest which consist of 

many decision trees. In this forest each tree makes its 

prediction. These trees are highly DE-co related which 

provides model an ability to predict the best result. 

The difference between extra tree and Random forest classifier 

lies in their tree construction method. An extra classifier make 

use of whole dataset for constructing the tree while random 

forest make use of bootstrapping for its tree construction. 

Extra tree classifier predicts the result in a very less time 

because it do all the things by randomization procedure. The 

splitting in extra tree is also a random selection from the 

chosen features. It make use of gini index widely for 

constructing the tree for learning process. 

 

Entropy(S)= ∑ −pi log2 pi
𝑐
𝑖=1  

Gain(S,A)=Entropy(S) -   ∑𝑣𝑒𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)
𝑆𝑣

𝑆
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣) 

 

 

 

 

 

 

Figure (2): Tree Representation 

Random Forest:  

Random forest, as its name suggests, it is the collection of 

a large number of the individual decision trees that operate 
as an ensemble. In a random forest each individual 

decision tree predicts a class as its output and that class 

which have maximum number of votes becomes the output 

for the whole model. 

 

 

 

 

 

 

Figure (3): Different Decision Trees 

 

In random forest algorithm having a low co-relation among 

the various decision tree plays a very important role as 

these trees do not affect each other and provides a kind of a 

reinforcement for the other tree. Due to this reason of low 
co-relation we know that they can produce the best 

result. The reason behind this effect is that these trees 

protect each other from their individual error and provides 

a kind of reinforcement as well. We cannot ignore the 

possibility that some of the tress may provide wrong output 

as well but as whole group they are able to move in the 

right direction due to reinforcement and votes. There are 

some prerequisite which makes the process of Random 

forest to work well. These prerequisite can be defined as 

following: 
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1. The features of data points should have real a signal so 

that the model can guess the actual output instead of 

some random guessing. 

2. The output produced by the each tree should have a 

low co-relation with others so that the training can be 
headed in the right direction. 

Support Vector Machine: 

SVM which an abbreviation for Support Vector Machine is 

one of the best classification algorithm. The main principle 

of support vector machine is to find a best fit hyperplane 
which can easily distinguish among different classes. 

 

 

 

 

 

 

Figure (4): Selection of Hyper Plane 

There are many ways by which we can find out the 

hyperplanes but we have to make a choice among those. 

This is one most important part of whole algorithm. To 

select any particular hyperplane we take helps of vectors. 

These vectors are also features but these features are those 

which lies of the plane which distinguishes classes. 

We consider the best plane which has maximum margin 

i.e. the plane which has maximum distance among data 

points of two different classes will be considered as best 

plane. We do so because this helps the methodology by 

providing some kind of reinforcement so that other data 

points can be classified with more confidence. 

These hyperplanes are the actual boundary lines which 

helps in classifying the data points. Support vector 

machine supports multi-dimensional planes. The 

dimension of any plane depends upon the number of 

feature used. 

The procedure or the functions through which the planes 

are identified are called kernels. There are many kernels 

which are used. Some of the popular kernels are as- 

1. Linear Kernel 

2. RBF kernel 

3. Gaussian Kernel 

 

So for this study we are making use of RBF kernels. RBF 

kernels make use of Radial basis functions for their 

implementation in order to find out the plane. 

If we have two samples named x and x’, represented as 

feature vectors in input space, then RBF kernel can be 

defined as- 

K(X,X’) = exp(-
||𝑋−𝑋′||2

(2𝜎2)
) 

Where ||𝑋 − 𝑋′||2  is recognized as squared Euclidean 

distance between the two feature vectors. σ  is a free 

parameter. 

The above equation can also be written by including a 

special parameter: γ =
1

2σ2
 

So, the equation becomes: 

K(X,X’) = exp(-γ||X − X′||2) 

IV. CASE STUDY 

A. Data Collection 

In this study, the dataset of diseases and their symptoms is 
used to train the model which is first divided into 2 

different datasets which are training data and test data. 

Our dataset includes 3632 data rows and 133 columns that 

are features in the training dataset while 1329 rows and 

133 features in the testing dataset. 

Features are basically the name of the symptoms so we 

have included 132 symptoms and 40 different types of 

diseases in our dataset which we have collected from 

different datasets which are used in some of the 

researches. 

B. Data Pre-Processing 

We have applied techniques such that the values of the 

features were normalized to range between 0 to 1. Then, 

data was standardized to have a mean of 0 and standard 

deviation of 1.After applying the pre-processing it 

becomes ready for training. Then the dataset is split into a 

proportion of 70:30 where 70% of data is used to train the 

model while 30% data is used to test the model. 

C. Implementation 

There are two phases of the project. These can be 

divided as: 
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Model Training 

We have used the algorithms which perform good in the 

classification of data because all we need is to classify the 

diseases on the basis of the symptoms of the diseases. 

After making the classifier’s objects we have fed the 
training set into the model and trained our model. After 

the training we have tested our data with our testing set.  

Using Trained Model for the detection of the disease 

To use the trained model, a Graphical User Interface 

(GUI) is made using the Tkinter library of Python which 

looks like: 

 

Figure (7): GUI of the tool 

Here we have given a 5 drop down selection menu for the 

selection of the symptoms and 4 buttons for the disease 

prediction (each using a different algorithm). 

D. Result: 

On the basis of the data trained in our model we are 

getting different accuracies for different algorithms 

implemented which are as: 

S.NO Classifier RMS- 

Error 

Accuracy 

1 Random 

Forest 

0.610 91.3% 

2 Extra Tree 0.515 93.6% 

3 Naive 

Bayes 

0.531 92.7% 

4 SVM 0.518 93.4% 

Figure (6): Accuracy and RMS error 

We have also plotted some graphs to show the 

comparative results of actual value to the predicted value 

for each algorithm: 

Naïve Bayes : 

The accuracy score for Naive Bayes algorithm was found 

0.92. Given below is the graph between the actual disease 

and the predicted disease by using Naive Bayes 

algorithm. 

 

 

 

 

 

 

  Extra Tree: 

The accuracy score for Extra Tree algorithm was found 

0.936. Given below is the graph between the actual 

disease and the predicted disease by using Extra Tree 

algorithm. 

 

Random Forest: 

The accuracy score for Random Forest algorithm was 

found 0.913. Given below is the graph between the actual 

disease and the predicted disease by using Random Forest 

algorithm. 
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Support Vector Machine: 

The accuracy score for Support Vector machine algorithm 

was found 0.934. Given below is the graph between the 

actual disease and the predicted disease by using Support 

Vector Machine algorithm. 

 

 

 

 

 

 

 

V. FUTURE WORK 

 

 This project has not implemented recommendation of 
medications to the user. So, medication 

recommendation can be implemented in the project.  

 History about the disease for a user can be kept as a 

log and recommendation can be implemented for 

medications. 

 Dataset can be increased with more diseases and their 

symptoms to further improve the accuracy.  

 This study does not involves the classification of 

diseases on the basis of age. So this feature may 

provide better results. 

 
VI. CONCLUSION 

Researchers are passionate to try different types of 

classifiers and build new models with an effort to enhance 

the accuracy of the model they use. We have also tried to 

enhance the accuracy of our system so that we can avoid 

the faulty prediction of diseases. 

Overall an accuracy of around 92% was found in this model 

which is far better than other existing models. 
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