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Abstract— With recent developments in Artificial 

intelligence and deep learning every major field which is 

using computers for any type of work is trying to ease 

the work using deep learning methods.  Deep learning is 

used in a wide range of fields due to its diverse range of 

applications like health, sports, robotics, education, etc. 

In deep learning, a Convolutional neural network (CNN) 

is being used in image classification, pattern recognition, 

Text classification, face recognition, live monitoring 

systems, handwriting recognition, Digit recognition, etc. 

In this paper, we propose a system for educational use 

where the recognition and solving process of 

mathematical equations will be done by machine. In this 

system for recognition of equations, we use a 

Convolutional neural network (CNN) model. 

The proposed system can recognize and solve 

mathematical equations with basic operations (-,+,/,*) of 

multiple digits as well as polynomial equations. The 

model is trained with Modified National Institute of 

Standards and Technology (MNIST) dataset as well as a 

manually prepared dataset of operator symbols (“-”,”+”, 

“/”, “*”, “(“, “)” ). Further, the system uses the RNN 

model to solve the recognized operations. 
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I. INTRODUCTION 

Mathematical equation recognition is one of the challenging 

tasks in the field of computer vision. A dense layer in a 

neural network is connected deeply and receives input from 

all neurons in the previous layer. It is the most commonly 
used layer in models. In single digit or symbol recognition, 

a dense layer can give a test score of 99% when trained on 

70,000 numbers between 0-9 which is the MNIST dataset 

along with 49,000 samples of operators which are obtained 

by populating 4,900 actual operators dataset to eliminate the 

imbalance between MNIST and operators dataset which 

include addition, subtraction, multiplication, and division. 

Recurrent Neural Network (RNN) is a neural network in 

which the result from the previous step is given as an input 

source for the current step. It is generally used when we 

need to remember the previous information to solve the 

current problem. RNN is able to achieve this with the help 

of a hidden layer. It is heavily used in speech recognition, 
video tagging, generating image descriptions, but it also 

gives a satisfying performance with a test accuracy of 96% 

and an error rate of 0.13% when trained on 8,00,000 data 

points while predicting the solution for simple mathematical 

operations. 

 

In recent times, more and more researchers have tried to 

tackle the problem of recognizing complex mathematical 

equations. Convolution Neural Networks (CNN) are mostly 

used in such kinds of problems which include face 

recognition, recommender systems, search engines. A 

convolution is how the input is modified by a filter. In 
convolutional networks, multiple filters are taken to slice 

through the image and map them one by one, and learn 

different portions of an input image. CNN, when used to 

recognize equations of any degree (linear, quadratic) can 

achieve a test accuracy of 85% when trained on EMNIST 

dataset is a set of handwritten character digits derived from 

the NIST Special Database 19  and converted to a 28x28 

pixel image format and dataset structure that directly 

matches the MNIST dataset. 

 

II. ARCHITECTURE 

A. Simple Equation Solver 

This module comprises two models: Dense and RNN. 
Dense layers are used to extract features from input images 

with relu as an activation function for the hidden layers and 

softmax for the final layer for predicting numbers and 

operators is a multi-class classification problem. This model 

is trained with an adam optimizer which is reported to have 

a faster convergence rate than normal stochastic gradient 

descent (SGD) with momentum. 

First hidden layer has 20 neurons densely connected with 

the second layer 20 neurons and the final output layer has 17 

neurons equal to the number of classes in the dataset. 

https://www.nist.gov/srd/nist-special-database-19
http://yann.lecun.com/exdb/mnist/
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Fig 1. Dense Model Summary 

 
The RNN model is used to predict the result of the current 

operation based on the previous results. The first layer is a 

simple RNN layer with 1024 units followed by a repeat 

vector to repeat the input as that would increase the overall 

probability of RNN to remember the input. Then it has a 

second simple RNN layer with 1024 units and for the last 

layer, it has Time Distributed which applies a Dense layer  

with 15 units (equal to the number of classes - “ 

0123456789.+*-/ ” )  at every timestep. 

The model is compiled using adam optimizer and 

categorical cross-entropy is used as a loss function. 
Early stopping along with the model checkpoint is used to 

save the model with the lowest loss value. 

 

 

 
 

Fig 2. RNN Model Summary 

 

B. Complex Equation Solver 

This module consists of a CNN model to recognize 

equations of different degrees. 
 

 
 
   

Fig 3. CNN Model Summary 

 

 

First two layers are of 2D convolution that applies a filter 

which is passed to the maxpooling2D layer to downsample 

the input along with its dimension by taking the maximum 

value. The dropout layer randomly discards some of the 

inputs to avoid overfitting. Input is flattened before passing 

it to the dense layer which has units equal to the number of 

classes with softmax as the activation function. 
RMSprop is used as an optimizer that uses the average of 

partial gradients in the adaptation of the step size of each 

parameter. Categorical cross-entropy is used as a loss 

function as there are multiple classes and the model is 

trained with a learning rate of 0.1. 

 

III. PREPROCESSING 

A. Binarization 

Binarization is the method of converting any grayscale 

image (multi-tone image) into a black-white image (two-

tone image). To perform the binarization process, first, find 

the threshold value of the grayscale and check whether a 

pixel has a particular gray value or not. 

If the gray value of the pixels is greater than the threshold, 
then those pixels are converted into white. Similarly, if the 

gray value of the pixels is lesser than the threshold, then 

those pixels are converted into black. 

 

B. Line Segmentation 

Lines Segmentation is one the most important process in 
image preprocessing. Line segmentation divides images into 

lines. The main goal of line segmentation is to separate out 

the line of text from the image. 

 

C. Character Segmentation 

Separating out the individual characters from the image 

which is already divided into lines of text in line 
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segmentation. Here CNN distinguishes between character 

and non-character regions creating fixed size bounding 

boxes around characters to improve the accuracy. 
 

 
 

Fig 4. Preprocessed Image 

 

IV. RESULTS 

Sr. no Model Accuracy 

1. Dense Model 

(Simple Equation) 

98% 

2. RNN Model 

(Simple Equation) 

96% 

 

 

 

 

 

 

3. CNN Model 

(Complex 

Equation) 

85% 

 

 
 

Fig 5. Recognition example with brackets 

 

 
 

Fig 6. Recognition example with complex equation 

A. System Requirements for using the software: 

Hardware Requirement: Any modern CPU with 2.0 GHz of 

clock speed, Harddisk: 20GB minimum, RAM: 1GB  

Software Requirements: Windows / Linux / macOS 

operating system and a web browser. Python Flask, Keras, 

Tensorflow. 

 

V. CONCLUSION 

In the proposed system handwritten equations, be it simple 

operations or complex polynomial equations, are scanned 

and recognized. The recognition of simple operations shows 

better accuracy than polynomial equations. Model for 

simple operations is also faster compared to the polynomial 

input. The RNN algorithm is used to solve the operations 

and give out the result. To improve the accuracy of the CNN 

model in complex polynomial equation recognition we need 

to increase the dataset of complex equations furthermore. 
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