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Abstract - Sentiment analysis is used to conclude the 

approach of a consumer with respect to some topic. 

Sentimental analysis, a sub discipline within data mining 

and computational linguistics, refers to the methodology 

for mining, understanding the opinions expressed by the 

consumer in various forms like forums, forms blogs etc.  

The goal of sentiment analysis is to identify emotional 

states in online text. We Know human’s learns from past 

knowledge and machines follows instructions given by 

humans. But what if humans can prepare the machines 

from the past data and to put output to work much faster 

well that what is machine learning is it’s not about 

learning it’s also about understanding. So we will learn 

about analysis of sentiments using machine learning 

techniques  
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I. INTRODUCTION 

 

Sentiment analysis is the procedure of calculating, 

identifying and grouping views represented in a form of text, 
specifically in order to identify whether the authors behavior 

towards a particular task is positive, neutral or negative. 

Opinion Mining also refers to NLP (Natural Language 

Processing), biometrics, text analysis and computational 

linguistics in order to detect, extract and refer subjective 

information. Sentiment analysis basically aims to identify the 

attitude of a writer with respect to a topic or the complete 

polarity to a document. The behavior may be a valuation or 

judgmental or affective state of the author or the emotional 

communication or interlocutor. It is the calculative study of 

users opinions, views, behavior and emotions toward an 

object. Sentiment mining helps to gather positive, negative or 
neutral information about a product. Then, the highly counted 

opinions about a product are passed to the user. For promoting 

marketing, big companies and business magnets are making 

use of this opinion mining. 

 

Using given studies by Behdenna , et al [1], sentiment analysis 

is being performed at three levels   

  i.e.: 

 Document level analysis: The task at this level is to 
determine the overall opinion of the document. Sentiment 

analysis at document level assumes that each document 

expresses opinions on a single entity. 

  Sentence level analysis: The task at this level is to 
determine if each sentence has expressed an opinion. This 

level distinguishes the objective sentences expressing 

factual information and subjective sentences expressing 

opinions. In this case, treatments are two fold; firstly 

identify if the sentence has expressed or not an opinion, 

then assess the polarity of opinion. But the main difficulty 

comes from the fact that objective sentences can be 

carrying opinion.  

     Aspect level analysis: This level performs a finer analysis 
and requires the use of natural language processing. In this 

level, opinion is characterized by a polarity and a target of 

opinion. In this case, treatments are twofold: first identify the 

entity and aspects of the entity in question, and then assess the 

opinion on each aspect 

Sentiment Mining has become extremely popular in the field 

of research technique. A lot of research has already been done 

but still certain challenges to sentiment mining still exist 

related to unstructured data. As per the study of various 

published papers, it can be accomplished that supervised 

techniques provide much better accurate result in comparison 

to dictionary technique. 

II. LITERATURE REVIEW: 

Types of sentiment analysis [16] 

 1. Manual processing: Human interpretation of the sentiment 

must be accurate. 

 2. Keyword processing: Assign positivity or negativity to 

individual words and calculates the overall percentage score to 

the post.  
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3. Natural language processing (NLP): Also called text 

analytics, computational linguistics.  

NLP is superior to keyword processing. NLP works by 

analyzing language for its meaning. The information what the 

vendors get from sentiment analysis provides them to improve 
their marketing strategy. By sentiment analysis, the researcher 

can see the positive or negative discussions among their 

audience. By sentiment analysis, the researcher know the 

customer’s opinions about their views. The opinion are not 

judged by their functionality, instead of how well it is 

presented on the online reviews. Sentiment analysis can be 

measured using They are  

 machine learning,  

 lexicon based, and  

 hybrid-based approaches.  

In the machine learning approach, the supervised learning 

model can be easily trained, and the unsupervised model can 

be easily categorized the data. The lexicon-based approach 

can be easily calculate the sentiment scores for each word. The 

hybrid is a combination of both machine learning and 

lexicon-based approaches and measures the sentiment for 

noisy and less sensitive data. [16] 

The sentiment analysis can be divided into different categories 

as shown in Figure  

 

We Know human’s  learns from past knowledge and machines 

follows instructions given by humans. But  what if  humans 

can prepare the machines from the past data and to put output 

to work much faster ,well that what is machine learning is ,it’s 

not about learning it’s also about understanding. So we will 

learn about fundamentals of machine learning. 

So let’s take example of a person named Shuchita , she loves 

listening to songs ,she either likes them or dislikes them, and  

she decides them on the basis of Tempo , variety ,intensity and 

the gender of voice for simplicity lets use  intensity and tempo 

now 

 

 

 Here Tempo is on the X axis ranging from relaxed to 

fast. 

 Intensity is on the y axis ranging from light to soaring  

 Chetan likes the song with fast tempo and soaring 

intensity while he dislikes the song with relaxed 

tempo and light intensity. 

 So now we know Chetan  choices ,now let’s see 

Chetan listens to a new song. Lets name it as song A , 

song A has fast tempo and soaring intensity , so it lies 
somewhere here looking at the data chart ,You guess 

where the Chetan will like the song or not ,correct so 

Chetan likes the song  by  looking at Chetan’s  past 

choices we are able to classify the unknown song 

very easily right let’s say now. 

 Chetan listens to a new song ,lets label it as song B , 

so song B lies somewhere here,  with medium tempo. 

And medium intensity neither relaxed , nor fast 

,neither light  nor soaring now  can you guess 

whether the Chetan likes it or not. 

 Not able to guess with this Chetan will like it or 
dislike it other  choice is unclear correct, we could 

easily classify song A but when the choice become 

complicated as in the case of song B yes and that’s 

where machine learning comes in , lets see how in the 

same example  for song B if we draw a circle around 

the song B we see that there are three votes for like 

where as one vote for dislike , if we go for the 

majority words, we can say that Chetan will 

definitely like the song that’s all this was a basic 

machine learning algorithm also , its called K – 

nearest neighbors, so this is just a small example in 

one of the many machine learning algorithm . 
 Quite easy   right believe it is , but what happens 

when the choices become complicated as in case of 

song B that’s when machine learning comes in it 

learns the data , builds the prediction model and 

when the new data point comes in it can easily 

project for it more the data better the model higher 

will be the accuracy there are many ways in which 

the machine learns it could be either : 

 

 Supervised learning 

 Unsupervised Learning  
 Reinforcement Learning 

                Lets first quickly understand: 
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Supervised Learning:- 

Suppose a friends gives you  1 million coins of three different 

currencies, say one rupee , one euro , and one dirham , each 

coin has different weights for example a coin of one rupee 

weights 3 (three) grams , one euro weighs 7(seven)grams , and 
one dirham weighs  4 (four) grams 

 

 

 

Your model will predict the currency of the coin , here your 

weight  becomes the  feature  of the coins while currency  

becomes the label when you feed this data to the machine 

machine learning model , it learns which feature is associated 
with which label , for example it will learn that if a coin is of 

three grams ,it will be a one rupee coin . Let’s give a new coin 

to the machine on the basis of the weight of the new coin your 

model will predict the currency .Hence supervised learning 

uses labeled data to train the model here the machine knew the 

features of the object and also the labels associated with those 

features  

 

 

 

On this note let’s see the difference with unsupervised 

learning 

Unsupervised Learning:-  

Suppose you have cricket data set of various players with their 

respective scores and the wickets taken, when you feed this 

data set to the machine , the machine identifies the pattern of 

player performance so it plots this data with respective wickets 

on the X axis while score  on the Y axis while looking at the 

data you will clearly see that there are two clusters ,the one 

clusters are the players who scored high scores and took less 

wickets 

 

While the other clusters is of the players who scored less runs 

but took many wickets, so here we interpret these two clusters  

as batsman and bowlers . The important point to note here is 

that there were no labels of batsman and bowler, hence the 

learning with unlabeled data is unsupervised learning . So we 

saw a supervised learning where the data was labeled and the 

unsupervised learning where the data was unlabelled . 

And then there is : 

 Reinforcement learning: 

Which is reward based learning or we can say that it works on 

the principle of feedback  here let’s say you provide the 

system with an image of cat and ask it to identify it , the 

system identifies it as a dog so you give a negative feedback to 

the machine saying that it’s a cat’s image , the machine will 

learn from the feedback  

                                                

And finally if it comes across any other image of cat it will be 
able to classify it correctly that is reinforcement learning. 

To generalize machine learning model let’s see a flowchart 

input is given to machine learning model which then given the 

output according to the algorithm applied  

 

If its right we take the output as a final result ,else we provide 

feedback to the train model and ask it to predict until it learns . 

Don’t you sometimes wonder how is machine learning 

possible in today’s era , well that’s because today we have 

humongous data  available. Everybody is online either making 
a transaction or just surfing the internet and generating a huge 

amount of data every minute and that data my friend is the key 

to analysis also the memory handling capabilities of 

computers have largely increased which helps them to process 

such a huge amount of data at hand without any delay and yes 

computers now have great computational powers, so there are 

a lot of applications of machine learning out there , to name a 

few machine learning is used in : 

 Healthcare :- To diagnostics are  predicted for 

doctors review 

 Fraud Detection :- in the finance sector 

 Sentiment Analysis :- 

1 rupee 

3 grams 

1 Euro 

7 grams 4 grams 

3 grams  
     MACHINE       

     LEARNING 1 rupee 

    MACHINE       
     LEARNING 
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That the technology grants are doing on social media 

is another                           interesting   application of 

machine learning 

 E-Commerce:-   Also to predict customer churning 

in the e-commerce sector 

While booking a cab you must have encountered a surge 

pricing often where it says the far row field trip has been 

updated continue booking yes please .I am getting late for 

office ,well that’s an interesting machine learning model 
which is used by global taxi giant OLA ,UBER and others 

where they have differential pricing in real time based on :- 

 Demand 

 Number of cars available 

 Weather 

 Rush hours etc.. 

 So they use the surge pricing model to ensure that those who 

need a cab can get one also it uses predictive modeling to 
predict where the demand will be high with the goal that 

drivers can take care of the  demand and surge price can be 

minimized. 

“Hey Alexa can you remind me to book a can at 6pm today: 

Alexa: Ok I will remind you “  

Thanks There are many interesting everyday examples around 

us where machines are learning  and doing amazing jobs . 

Conclusion of Sentiment Analysis : 

Reaching your pockets hopefully your phones still there , our 

phones do a lot for us ,they check the weather, they remind us 

to turn on our alarm, just in case we don’t wake up the next 

morning . But there’s one thing our phones can’t do  yet tells 

how we are, hey “Alexa “ hey “Siri” how am I doing today , 

see these seem like ridiculous questions but with 

advancements in sentiment analysis and machine learning , 
our machines are becoming closer to answering these very 

questions , let me give you a sentence  “I loved that movie” , 

and I asked you to rate it out of the 10 . With 0 being negative 

and 10 being positive now . 

We did all agree that this is pretty positive sentence and give it 

around to 10. 

Lets change the verb a bit “ I liked that movie” , here still 

pretty positive , but clearly lower on the scale , now lets go to 

the other other end of the spectrum , “ I hated that movie” , 

now whoever said this clearly feels negatively about the 

subject and so we did probably give this around a zero. 

Now sentiment analysis is simply using machine learning to 

teach computers to do just this extract the sentiments out of 

our sentences. Now does this work? What is machine learning, 

it’s simply a function in math you give it one or many 

numbers and it spits out another in machine learning these 

functions are called models.  

Now these models are often neural networks that simulate the 

structures of our brains , to set to get inputs and their 

associations to build models predicting future inputs. 

Now here XYZ ,who’s XYZ you might ask ?    

XYZ is our friendly neighborhood machine learning model of 

course , Now we want XYZ to tell us whether or not this 

image is a cat ?  

        

 

 XYZ  is pretty sad right now because he has no clue 

what to do ? Here is where we train our model , in 

order for XYZ to tell us what a cat is and what a cat 

is not . We as humans must need to first tell , what a 
cat looks like and what doesn’t , there is slight 

problem here however XYZ doesn’t see the image 

like we do , the one thing XYZ can do however is 

interpret number , So what we can do is give these 

images to XYZ , as a list of numbers of  RGB vectors 

for each pixel  

 

 Now we break that down RGB vectors are red , 

green ,blue vectors , for each pixel denoting the 

color of each pixel in an image . 

 
 

 Now what that effectively allows us to do is to 

convert these images into numbers , that’s great 

XYZ can now understand what we are trying to 

XYZ ? 
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give XYZ , he knows what he’s trying to do , 

now we can do when given an unfamiliar image , 

is then turn into RGB vectors give it to XYZ , 

and hey what do you know he thinks it’s a  cat he 

is 97% sure actually , so this was the case with 

pictures with images but we are talking about 

sentences ,the thing is its exactly the same how 

do we turn words into numbers , now some of 

you might be thinking lets slap a number  on 
each word and call it a day , but the thing is if we 

train our models using those vector inputs, we 

did run into a problem this method struggles to 

recognize similarity between a word such as 

loved and liked as opposed to a low similarity 

between loved and hated . here is where we run 

into one of the most fundamental concepts in 

sentimental analysis. 

 Word vectors now, what are verb vectors well 

they’re exactly as they would seem, they are 

vectors corresponding to each word, much like 

the RGB vector for each pixel.  
 

 Now unlike the RGB vectors however these 

word vectors can span from 25 upto thousand 

components now conveniently as these vectors 

are still simply a list of numbers they can be 

plotted on an n dimensional space, but for the 

sake of visualization and your brains, lets reduce 

that down to two on this coordinate plane. What 

word vectors allow us to do is to demonstrate 

and evaluate the relationships between words as 

distances between points, now somewhere on 
this coordinate plane. Lion and cat would be near 

to each other related to their resemblance. 

 

 Somewhere in the middle we have no clue , we 

have run into the dilemma which makes it 

possible for word vectors to be multidimensional 

, by adding more vectors more dimensions to 

these vectors , we are able to express the 

relationship between words in the English 

language with more fine distinction, great now 

we have these word vectors , we can associate 
them to the words in our sentence , converting 

them to numbers that XYZ loves theoretically 

now , we can feed these number to XYZ and 

XYZ will now be able to predict  the sentiment 

of any sentence we give it , So naturally I 

decided to put that to test . 

                                                                  

 

 

 

 

   

 

 Where would I get my data to train this model 

well after some searching I decided to go with 

Kaggle’s twitter sentiment data set consisting of 

millions of tweets manually categorized by either 

zero for negative or  one for positive. But just as 

you and I will be better at identifying something 

the more examples you got of it :- 

 XYZ  can benefit from as much data as we can 
give it as for our word vectors, however when I 

went with study of standford university glove 

stand for global vectors , now this word vector st 

was pre created , which means that these 

researchers had to go through thousands and 

thousands of sentences look at instances for each 

word and evaluates  their context to create word 

vectors for each and every word , there was one 

more step I had to take before I could train XYZ, 

however lets look at this tweet 

 

 @username Stopped at KFC for lunch!so 

excited  #nuggets 

 

Now if we fed this right to our model we did see 

a problem, see us as humans can see through the 

twitter clutter can see through the various 

distractions in this tweet but for XYZ , XYZ 

need a bit of help and that’s why we need to 

clean the data set show you whats I mean the 

first things to go were punctuation along with 

punctuation when 

  

Stopped at KFC for lunch so excited 

  

 Twitter artifacts such as mentions Hash tags 

and links , second went are what recalled in 

Natural Language Processing (NLP) as stop 

words , words such as , as if I and that don’t 

necessarily add to the meaning of the 

sentence , now finally and arguably the most 

tricky part of cleaning this data set was how 

to deal with internet slang , now it’s 

impossible to go anywhere on the internet 
without encountering some sort of 

abbreviation some sort of slang , the tough 

part about dealing with this is that there is no 

set way of evaluating these words, now to be 

fair common words such as law or lmao all 

have their individual entries in word vector 

sets such as glove, now misspellings such as 

the one we see in this tweet here can be 

caught with a spell check , but some words 

and  phrases do end up slipping through our 

fingers and that does make or break some 

sentiment analysis models, 

             A Machine Learning model  

I loved that movie                I hated that movie 

       1                                                  0 
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 Now regardless we have caught that and now 

we were able to condense that original tweet 

into the four words that you see on the 

bottom there , now that we have cleaned our 

tweets , we can associate the word vectors in 

gloves to each word and now again we have 

our numbers to word association and can 

now train our model that’s exactly what I did 

, now how is my model you might be asking 

how good was it , well luck its for the safety 

of the internet world as we know it , I was 
not that successful my model reached around 

a 60% accuracy which is meant that it was 

able to correctly identify the sentiments of 

around 60% of the sentences that I gave :                                                                      

 

 

 It however considering that this is a problem 

that yet to be solved this number is a sign of 

hope for things to come . Now throughout 

reading this paper you might have been 

asking yourself why do we care who asked 

and the what’s next , and I concluded after 

reviewing the research papers , its true this 

technology is bringing us ever so closer to 

our inevitable robot overload world , but I 
still believe that this technology is very 

important and essential to our technological 

development for the benefits that it can 

provide . 

 

                         Applications of Sentiment Analysis  

                         are purely commercial : 

 

 We see movie producers using sentiment 

analysis to evaluate audience feedback on 

their projects. 
 Cooperate sectors including this technology 

to assess how consumers are reacting to 

their products. Etc.. 

 

 

 

III. FUTURE WORK 

In the future as this technology gets better we can see that this 

technology gets better we can see that this technology can be 

applied to a numerous of problems, for example Sentiment 

analysis can be used to provide help for people with mental 
health issues , many people with these issues get safe haven in 

the internet and so with this technology we will be able to 

provide help for people that might have been reluctant to seek 

it .. 

This Technology can be can be used by  government to make 

the internet safer for all of us and hey if that didn’t reach all of 

you then may be our phones can become a counselor one day , 

“HEY Alexa /Siri how  
                I am doing , thankyou” 
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