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Abstract— The purpose of the proposed work is to apply 

a deep learning technique to quickly and accurately 

detect surface faults. The Shot MultiBox Detector (SSD) 

network was chosen and fused with the convolution 

neural network (CNN) MobileNet to generate the 

MobileNet-SSD because of the meta structure. A surface 

defect detecting technique was then planned, mostly 

employing the MobileNet-SSD. The network topology 

and settings were changed to form the detection model 

since the SSD's structure was optimized without 

sacrificing accuracy. The proposed technique was 

utilized to detect common defects on a container's 

protection surface, such as breaches, dents, burrs, and 

abrasions, within the filling line. The results reveal that 

our method is more accurate and faster than light-

weight network methods and classic machine learning 

methods at detecting surface faults. The findings add to 

our understanding of fault detection in real-world 

industrial settings. 
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I. INTRODUCTION 

In robotics, computer engineering, health-related issues, 
natural science, and industrial fields of research, intelligence 

technology and pattern recognition have improved. 

Computer technology is one of them that is rapidly 

developing. To gather target images, extract features, 

construct compatible statistical models, and complete 

targeted visual processing, tracking, and measurement, it 

makes heavy use of a binary camera, digital camera, depth 

camera, and integrated device (CCD) camera. This 

technology has a high level of recognition accuracy and can 

successfully deal with rotation and metal deficiencies. By 

measuring the same locations and modifying the boundaries, 
the texture reduces the vector elements and removes key 

features from the metal surface. The possibilities of 

application for computer viewing technologies will become 

substantially larger as computer technology advances and 

study into sophisticated image classification deepens. 

 

In today's industry, surface feature detection is a major 

issue. Traditionally, additional faults are discovered in the 

following steps: first, pre-targeted image processing using 
image processing algorithms; second, post-targeted image 

processing using image processing algorithms; and third, 

post-targeted image processing using image processing 

algorithms. Pixels can be processed accurately using pre-

image imaging technology. By removing the sound, 

modifying the brightness, and improving contrast, the image 

quality can be enhanced, creating the framework for later 

processing; second, execute histogram analysis, wavelet, or  

 

Deep Learning has been successfully employed in image 

classification, audio recognition, and natural language 

processing in recent years. It has the following 
characteristics when compared to classical machine 

learning: Deep learning is done with multi-layered neural 

networks, which solve the defects in traditional machine 

learning methods for the removal of the artificial and 

functional element. To date, the most in-depth reading for 

detecting face features has been largely accepted. For 

example, it was used to find a map association between 

solar cell training photos and perfect templates in the Deep 

Belief Network (DBN), and comparisons between 

reconstructed images and faulty images were used to 

complete the feature identification of test images. The deep 
convolution neural network (CNN) is used to detect 

concrete fractures in difficult scenarios, such as solid areas, 

shadows, and extremely minute cracks, proving that CNN's 

depth outperforms classic edge detectors like the Canny and 

Sobel edge detectors. The residual network, which includes 

the base network and the fast regional-based CNN (Faster 

R-CNN) as a detector, detects various types of flaws in the 

hub area. The results of the research above show that in-

depth learning is quite useful in diagnosing global 

impairment. However, in recent years, there have been a few 

lessons learned in detecting product flaws utilising various 

focused detection networks, such as YOLO (You Only Look 
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Once), SSD (Single Shot MultiBox Detector), and others. 

The application of neural networks in the detection of facial 

abnormalities must be continuously evaluated and enhanced. 

This study describes how to use MobileNet-SSD to identify 

metal flaws. 

 

This technique can achieve real-time requirements and 

accuracy in real production by expanding network setups 

and specifications. It has been tested in the fill line, and the 
results suggest that our technology can detect defects on 

product surfaces automatically. 
 

 

II. OBJECTIVE 

 

The goal is to find and develop a system or tool that uses in-

depth learning models like CNN (Convolutional Neural 

Network) to detect flaws in a product or object. Identified 

flaws are plotted on a map. The main goal is to create an in-

depth learning model that uses MobileNet-SSD and ResNet 

to discover metal-level defects and classify them into Errors 

sections. 

 
III. METHODOLOGY 

 

The flowchart as shown in figure 1 depicts the methodology. 

 

 
   

        Fig. 1: Flow Chart of our proposed system       

 

IV. SYSTEM SOFTWARE MODULES 

 

A. MobileNet-SSD 

 

It's TensorFlow's first foray into mobile computer vision. 

Depth-wise separable convolutions are used by MobileNet. 

When compared to a network with regular convolutions of 

the same depth in the nets, it dramatically reduces the 

number of parameters. As a result, lightweight deep neural 

networks are created. 

 

A depth-wise separable convolution is made from two 

operations. 

 

 Depth-wise convolution. 

 Pointwise convolution. 

 

MobileNet is a CNN class that was open sourced by Google, 

and it provides us with an ideal starting point for training our 
ultra-small and ultra-fast classifiers. 

 

B. ResNet 

 

The residual neural network (ResNet) is a sort of artificial 

neural network (ANN) that is based on the cerebral cortex 

structure known as pyramidal cells. The remaining neural 

networks accomplish this by leveraging some connections 

or shortcuts that allow them to bypass some layers. Two- or 

three-times nonlinearities (ReLU) are used in the most 

frequent kinds of ResNet, with batch normalization in 
between. Highway Nets are a sort of extra weight matrix 

that can be used to examine jump weights. 

 

C.  PyTorch 

 

PyTorch is an open-source machine-based library of Torch 

libraries that may be used for programs like computer vision 

and natural language processing. It was created by 

Facebook's AI Research group (FAIR). It's a free and open-

source programme distributed under the Modified BSD 

license. PyTorch features a C++ interface as well as a 

Python interface. The Python interface is more refined and 
focuses on development. 

 

D. Albumentations 

 

Albumentations is a Python package for picture 

improvement that is quick and flexible. Albionations is 

compatible with a wide range of dynamic image processing 

capabilities, and it does so while providing a simple yet 

powerful interface for incorporating images into a variety of 

computer vision tasks, such as object categorization, 

segmentation, and acquisition. 
 

E.  MLComp 

 

The purpose of MLComp is to provide quick and easy tools 

for training, inferencing, and building complicated pipelines 

(particularly for computer vision). 

 

Python 3.6+ and the Unix operating system are both 

supported by MLComp. 

 

F.  Web Languages 

 
Web sites and the web pages that they are composed of must 

be written using one or more computer languages that web 

browsers can understand. The most used and broadly 

applicable web language is HTML.  
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In this project, we have used HTML, CSS, PHP, JavaScript, 

MySQL for developing the front-end and Xampp is used to 

store the database at the back end. 

 

 
 

Fig. 2: Front-end using web languages after login 

 

 

V. EXPERIMENTAL RESULTS 

 

The photos can be submitted externally using the user 

created application built with the Web Languages. Figure 3 

depicts the folder after photographs have been uploaded 

from the front-end. 
 

 
 

Fig. 3: Folder after uploading images from front-end 

 

After the photographs have been successfully uploaded, they 

are categorized, and flaw detection is performed in the 

backend. Figure 4 shows the output after a problem has been 

found. 

 

 
 

Fig. 4: Output after defect detection  

 

A.  Validation of test-cases 

 

Figure 5 represents validation of different test-cases. 

 

 

 
 

Fig. 5: Validation of different test-cases 

 

VI. CONCLUSION 

           
This study describes how to utilise MobileNet and ResNet 

to detect deformities and then use them to identify types and 

places with higher defects. In the pre-processing phase, a 

regional planning technique was utilised to chop off the 

main body of the feature, reduce obsolete parameters, and 

improve access speed and accuracy. Meanwhile, the 

evolution of data has suggested the algorithm's robustness. 

The MobileNet idea, a lightweight network, was developed 

to improve acquisition accuracy, minimise computer load, 

and reduce training time for this method. 

 
The proposed method can detect tiny problems in the 

background since MobileNet has been improved to detect 

additional errors. In the marking area, an image capturing 

device was created, and an in-depth reading framework was 

used to indicate disability positions. The results reveal that 

the proposed method is capable of accurately detecting 

many faults in the production area at a fast pace. 

 

VII. FUTURE WORK 

 

By linking embedded chips with the Internet of Things, 

assessing the accuracy of partitions, and increasing the 
number of acquisition method parameters, future research 

will broaden the scope of our approach for solving difficult 

problems in industrial systems. 
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